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Bringing Holography  
to Light 
While 3D technologies that make headlines are not truly holographic, 
holographic techniques are furthering advances in important 
applications such as biomedical imaging.

field.” In fact, the “holo” in holography 
means “whole.”

The result is a set of interference 
fringes on the holographic film—a 
pattern of dark and bright regions 
that, unlike a photographic image, 
look nothing like the original object; 
therefore, seeing an image resem-
bling the original object requires 
reconstruction. This happens by ex-
posing laser light through the inter-
ference pattern, which functions as 
a diffraction grating that splits the 
light in different directions. 

The key to getting the whole electro-
magnetic field—including the impres-
sion of depth—is holography’s capture 
of phase information, or the degree to 
which the light wave from the reference 
beam is out of step with the wave from 
the object beam. “What that provides is 
these interesting characteristics of three-
dimensionality,” says Raymond Kostuk, 
a professor of Electrical and Computer 
Engineering, and of Optical Sciences, at 

I
N  R E CE N T M ONTHS,  one compa-
ny after another has come out 
with products that appear to 
create holograms—but accord-
ing to optics experts, most do 

not use true holography to create their 
three-dimensional (3D) effects. 

“A lot of people abuse the word ‘ho-
lography,’” says James R. Fienup, Rob-
ert E. Hopkins Professor of Optics, and 
a professor of Electrical and Computer 
Engineering at the University of Roch-
ester. “It’s kind of a catchy thing”—a 
quick way to evoke the futuristic cool-
ness of this sci-fi staple—“so they call 
things ‘holograms’ that have nothing 
to do with holography.” 

A notorious example is the so-called 
“Tupac hologram,” which stunned 
audiences at the 2012 Coachella mu-
sic festival by appearing to show the 
rapper Tupac Shakur performing on 
stage years after he had been killed. 
The stunt, which became an Internet 
sensation, only reinforced the public’s 
misconception of what a hologram is. 
In fact, the effect didn’t use holography 
at all; rather, it repurposed a classic 
magician’s trick called Pepper’s Ghost, 
an illusion created through the clever 
use of carefully angled mirrors. 

More recently, people have been us-
ing the word “holograms” for anything 
seen when you put on an augmented re-
ality (AR) or virtual reality (VR) headset, 
says David Fattal, CEO of LEIA, an HP 
spinoff that has been developing a 3D 
display for smartphones. For example, 
Microsoft markets its HoloLens virtual 
reality headset as a form of “holograph-
ic computing,” and mainstream me-
dia typically describe the images seen 
through the device as “holograms,” 
though it is not clear what role hologra-
phy plays in the technology. (Microsoft 
officials declined to be interviewed for 
this article.) Oculus, a competing prod-

uct, also often gets described as holo-
graphic. 

To most people, a hologram is any 
virtual object appearing in 3D form—
even the images created using the sim-
ple stereoscopic effects seen through 
plastic 3D glasses. “That’s not the sci-
entific definition,” Fattal says, adding 
that LEIA, too, is sometimes slammed 
at academic conferences for not using 
true holography.

True holography, in the scientific 
sense, refers to a process that uses wave 
interference effects to capture and dis-
play a three-dimensional object. The 
method, which goes back to the 1960s, 
uses two beams of coherent light, typi-
cally lasers. “You shine a laser on some-
thing, and the light scattered from that 
comes to your holographic sensor, and 
you also shine on that same sensor a 
beam from the same laser that hasn’t 
struck the object,” explains Fienup. 
“You interfere those two together and 
you capture the whole electromagnetic 

Learning medicine in three dimensions with Microsoft’s HoloLens.
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the University of Arizona, who is using 
holography to develop more efficient 
processes for solar energy conversion, 
and cheaper methods of ovarian can-
cer detection. By capturing both phase 
and amplitude (intensity) information, 
holography shows more than do photo-
graphs, which capture information only 
about the intensity of the light. 

Much of this process is now often 
done computationally, using CCD or 
CMOS cameras and algorithmic re-
construction. “Instead of recording on 
film, you record on the CCD camera, 
and then you store the information on a 
computer as a matrix,” explains Partha 
Banerjee, a professor of Electrical and 
Computer Engineering, and of Elec-
tro-optics, at the University of Dayton. 
To reconstruct the image, you process 
that matrix using well-known diffrac-
tion equations, which model how light 
waves propagate from one place to an-
other—from the original object to the 
light sensor. “That’s digital hologra-
phy,” says Banerjee, who was also gen-
eral chair of this year’s Digital Hologra-
phy and 3-D Imaging Conference, and 
who has used holography to capture 
the shape of raindrops or ice particles 
as they strike airplanes, to determine 
the three-dimensional characteristics 
of dents created from such impact.

One of the most popular applica-
tions of digital holography these days, 
says Banerjee and other experts, is in 
digital holographic microscopy (DHM), 
which aims at getting precise pictures 
of microscopic objects, particularly 
living cells and tiny industrial compo-

nents such as the ever-shrinking tran-
sistors printed on silicon wafers. 

For example, Laura Waller, a profes-
sor of computer science and electrical 
engineering at the University of Cali-
fornia, Berkeley, runs a Computational 
Imaging Lab that designs DHM tools for 
biological imaging, creating hardware 
and software simultaneously. “We’ve 
carefully designed our optical system so 
we’re getting enough information about 
the phase into our measurement,” she 
says, “and because we know the wave-
optical physics model of the microscope, 
we can throw [the data we capture] into 
a non-linear, non-convex optimization 
problem so we can solve for the phase 
from these measurements.”

Living cells are completely transpar-
ent, but they are thick enough to delay 
the phase of a light beam; by measur-
ing phase delays, researchers can map 
the shapes and densities of cells. 

Using phase delays to make trans-
parent specimens visible is not new—
Frits Zernike earned the Nobel Prize 
in physics for similar work back in 
1953—but traditional phase-contrast 
microscopy has drawbacks that DHM 
can overcome. “The Zernike phase-
contrast microscope is a way of seeing 
those two things—the variations in 
thickness and the variations in den-
sity—but it’s not quantitative,” says Fi-
enup. “It turns these phase variations 
into light and dark patterns, but you 
can’t tell exactly how much phase there 
was, how much thicker was it, or how 
much thinner was it—but with digital 
holography, you can actually measure 

the density and thickness.” 
Phase-contrast microscopes are 

also complicated pieces of machin-
ery typically costing thousands of dol-
lars. The DHM systems in Waller’s lab 
are more than an order of magnitude 
less expensive, she says; “they’re dirt-
cheap, easy to use, and don’t have any 
special requirements. Then we use the 
computation to take on the burden 
that’s caused by doing that.”

Speed is of the essence when imag-
ing biological samples. “We have about 
a half-second before the cells start mov-
ing around and everything gets blurred 
out,” Waller says. “We can’t just throw 
more and more data at it because the 
amount of data is constrained by how 
fast the camera can read it out.” One 
technique developed in Waller’s lab 
gets around the inherent trade-off be-
tween resolution and field of view by 
taking multiple low-resolution images 
of live cell samples across a wide field 
of view and computationally combin-
ing them to create high-resolution 
(gigapixel-scale) images. 

In a related development called 4D 
holography, holographers add the di-
mension of time to show 3D objects in 
motion—for example, a holographic re-
construction of embryonic blood flow.

Although all these holographic 
techniques promise to aid both basic 
research and biomedical applications 
like early disease detection, what inter-
ests most people are moving images of 
people and ordinary, non-microscopic 
objects—to bring sci-fi effects into our 
daily lives. Unlike pseudo-holography, 

The optical setup of digital holographic microscopy.
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a true holographic display would simu-
late a crucial characteristic of the way 
we see 3D objects in the real world: 
objects appear different from differ-
ent points of view (parallax), and as we 
change our perspective this parallax 
experience is continuous, not jumpy, 
explains David Fattal of LEIA Inc. How-
ever, true holographic displays are cur-
rently impractical, Fattal says.

For one thing, creating diffraction 
patterns requires very small pixels—on 
the order of 100 nanometers, he says, 
whereas on today’s screens the small-
est pixel size is about 20 to 50 microns. 
“You’re two or three orders of magni-
tude off, which means you’d need a 
screen of trillions of pixels, which is 
just ridiculous,” Fattal says. 

Real-time motion is even harder: 
making a holographic image move at 
a normal video rate requires recom-
puting the diffraction fringe to every 
1/60th of a second—too fast for any-
thing short of a supercomputer, even 
with the fastest available algorithms. 

Yet Fattal is aiming to achieve ho-
lographic video effects not on a super-
computer or even a desktop machine, 
but on the smartphone, the most popu-
lar computing platform on Earth. LEIA, 
which will make its screens available to 
consumers through deals with mobile 
device manufacturers, has announced 
plans to ship its first screens by the end 
of 2017. 

The trick, Fattal says, is breaking the 
hologram down into pieces, rather than 
treating it as a single image. “We take 
a generic hologram—you can think of 
it as a linear superposition of differ-
ent arrays of light or different pieces of 
light coming from the different regions 
on the diffracting plane—and we man-
age to simplify the hologram, to think 
of it as different pieces,” he says. 

“The diffraction pattern can cater 
to different scenes—all we have to do 
is change the relative intensity of each 
portion,” Fattal explains. “It’s taking 
the best of holography in terms of im-
age quality, but it’s simplifying it and 
stripping it of superfluous informa-
tion, and therefore we can make it 
move very quickly.” Eventually, users 
will be able to interact with such 3D im-
ages by hovering over the smartphone 
screen rather than touching it, he says.

Such simplification is good enough, 
Fattal says, because of the limitations 

of the human visual system. A hologram 
that contains all the information about 
a certain scene, he points out, contains 
too much information—including in-
formation to which your eye would never 
be sufficiently sensitive. “So if you know 
how to simplify the holographic render-
ing process, then you don’t have to carry 
all the extra information, and that helps 
to make things move faster.”	
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LEVERAGING THE CLOUD 
TO BE FRIENDLIER TO  
THE ENVIRONMENT

Babak Falsafi is 
a professor of 
Computer and 
Communication  
Sciences at  
the Ecole 
Polytechnique 

Federale de Lausanne (EPFL) in 
Switzerland, where he directs 
the Parallel Systems 
Architecture Lab, which aims to 
bring parallel systems and 
design to the mainstream 
through research and 
education. This is fitting, as 
earlier in his career Falsafi 
designed a scalable 
multiprocessor architecture 
prototyped by Sun Microsystems 
(now Oracle).

As an undergraduate at 
the State University of New 
York at Buffalo, Falsafi earned 
degrees in computer science 
and electrical engineering. He 
garnered Master’s and Ph.D. 
degrees in computer science 
at the University of Wisconsin, 
Madison, before taking a 
teaching position in electrical 
and computer engineering at 
Purdue University.  

After three years at Purdue, 
he took a teaching post at 
Carnegie Mellon University, 
where he worked on the 
implications of power on 
design, and building shared 
memory systems. “I then 
moved to EPFL in 2008, after a 
sabbatical there in 2007.”

Falsafi is founding director 
of the EcoCloud Center at 
EPFL, which works on energy-
efficient and environmentally 
friendly cloud technologies. 
“My specific contributions are 
looking at server benchmarking 
with Cloudsuite, a benchmark 
suite for emerging scale-out 
applications, and designs like 
Cavium ThunderX,” a new ARM-
based server processor that is 
opening new doors for scale-out 
server workloads.

Babak also is interested 
in design for dark silicon, the 
transistors on a chip that must 
remain passive (dark) in order 
to stay within the chip’s power 
budget.

—John Delaney

Living cells, while 
transparent, are 
sufficiently thick 
to delay the phase 
of a light beam; by 
measuring phase 
delays, researchers 
can map the shapes 
and densities of cells.


